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Abstract
Rapid progress in deep reinforcement learning has produced stunning achievements in controlled environments, yet many challenges arise when attempting to apply such methods to real-world problems. Using examples from Facebook, I will discuss several problems faced by practitioners who aim to apply RL to their own situations. These include issues with problem specification, safety, off-policy evaluation, deployment, and human factors. I will present recent work on Bayesian optimization at Facebook which address these concerns, including experimenting in noisy non-stationary environments, multi-objective optimization, combining simulation and real-world experiments, and contextual policy search.
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